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31 IntrodutionThis doument is intended to be used by any new user of the ode Planet_EMC .The basi linux ommands are supposed to be known (�le system ommands,environment variables use, basi shell sripts).The user is free to use and modify the soures of the ode. It has beenwriten in fortran 77, whih imposes some limitations, mostly for memorymanagement.Any question, remark, or improvement suggestion is welome, and shouldbe submitted by e-mail to the author (Vinent Eymet, eymet�laplae.univ-tlse.fr).1.1 Purpose of the odePlanet_EMC is a omputing ode for simulation of radiative transfer intoa three-dimensional inhomogeneous absorbing and sattering planetary at-mosphere. It is based on the Monte-Carlo method. In the present stageof development (version 1.1.0), the ode will atually only simulate solarradiative transfer.11.2 Geometri on�gurationBasi on�guration / ells: the atmosphere is devided into �ells�: aspherial grid is imposed on the planet, i.e. the atmosphere is devided into agiven number of olumns (latitude/longitude grid). Then a olumn is devidedinto a number of ells. A given ell is therefore de�ned by two latitudes, twolongitudes and two altitudes. Cells from adjaent olumns an be de�nedat di�erent altitudes. The number and position of ells an be di�erent foreah olumn, exept for the altitude at the top of the last ell that must beidential for every olumn. The ode will not work when this requirementis not satis�ed.Optial properties of the gas (absorption and sattering oe�ients, foreah narrowband spetral interval) as well as gas refrative indexes have to1Atually, Planet_EMC is presently not taking into aount any absorption by gas orpartiles ! In order to take absorption into aount, line 360 of �le �soure/exhanges.for�has to be ommented, and line 362 (in the same �le) has to be unommented. Then theexeutable has to be reompiled, of ourse.



4be provided for eah volumi ell. These optial properties are then homo-geneous within the ell. Clouds optial properties also have to be provided,but separately from gas data.Ground: the altitude of the ground has to be de�ned at the enter of eaholumn. If an indential value is given for every olumn, then the groundis spherial. Altitude at a given loation (latitude/longitude) is interpolatedfrom values of altitude given at the enter of adjaent olumns. More pre-isely, this is how altitude at ground level is omputed for a given (θ,φ)loation:
• Coordinate r (radius) at a given (θ,φ) position is omputed as: r =

a ∗ θ + b ∗ φ + c, with a, b and c oe�ients that belong to the olumnthe (θ,φ) position is in.
• a, b and c oe�ients are omputed at initialization time for everyolumn.The value of the altitude within a given olumn must be lower than thealtitude at the top of the �rst ell of adjaent olumns. The omputationwill not start if this requirement is not satis�ed.Ground emissivity must be provided for eah olumn, and for eah nar-rowband spetral interval (of the gas). In addition, speial zones an bede�ned over the ground. A speial zone is de�ned by two values of the lon-gitude, and two values of latitude. The emissivity that is spei�ed for eahspeial zone overrides the emissivity de�ned for eah olumn. Speial zonesan not interset.Clouds: louds are de�ned the same way gas ells are de�ned: using twovalues of latitude, two values of longitude, and two values of altitude. Cloudsan interset gas ells. Optial properties have to be de�ned for eah louds,for eah narrowband spetral interval (gas and louds spetral grids an bedi�erent), and will be homogeneous within the loud.Clouds an be de�ned everywhere (even below the ground / out of theatmosphere) and an interset.



51.3 Physial hypothesisSpetral model: the program is urrently using a disrete k-distributionspetral model with the possibility to use any quadrature order. The spetralmodel is also using the CK hypothesis for taking into onsideration the e�etsof inhomogeneities. Every optial property (ground and speial zones emis-sivities, gas and louds absorption and sattering oe�ients, gas refrationindexes) have to be de�ned for eah quadrature element, in eah narrowband.Two spetral grids are used in the ode: one for gas optial properties,the other for louds optial properties. Gas absorption and sattering oe�-ient, ground emissivity and speial zones emissivities have to be provided forthe gas spetral grid. Clouds optial parameters (absorption and satteringoe�ient, asymetry parameter or real phase funtion) only have to be pro-vided for the loud spetral grid. Parameters that are de�ned over the loudspetral grid are interpolated on the gas spetral grid during omputation.Refration: the sattering algorithm implemented in the present ode isbasi: trajetories between two suessive sattering positions are straightlines. However, refration e�ets (modi�ations in refrative indexes thatindue a urvature of trajetories) an be taken into aount at the interfaebetween gas ells. The refration index is onsidered as onstant in a givengas ell.Temperature �eld: temperature is urrently not used by the ode, sineit simulates solar radiation only (photons emitted by a star, that reah thetop of the planetary atmosphere). However, sine the same algorithms anbe used for thermal radiation simulation, interpolation of the temperature�eld within the atmosphere has already been implemented. Temperaturehas to be known at the mass-enter of eah gas ell. Temperature at a givenloation (latitude/longitude/altitude) will be interpolated from temperaturesat mass-enters of adjaent ells, using a 3D interpolation.3D interpolations performed by Planet_EMC use the following proe-dure:
• A set of n data points fi is known for n positions xi (for instane,n temperature values Ti are known for n positions xi, in artesianoordinates).
• Quantity f has to be interpolated at position x.
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• Distanes di between position x and the n positions xi are omputed.
• f is �nally omputed as: f =

∑n
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• in pratie, p = 1 in Planet_EMC ; you an hange its value in routine�gas_temp� that resides in �le �soure/interpolation.for�.1.4 Numerial methodPlanet_EMC is based on the Monte-Carlo numerial method [1℄ and uses analgorithm that has been optimized for thik media [2, 3℄. The main advantageof the Monte-Carlo method is the possibility to ompute, in addition of eahresult, a statistial standard deviation (that an be interpreted in termsof numerial unertainty) over eah result. The method mainly onsists ingenerating the optial path of a number of energy bundles (also denotedas �statistial events� in this text) from their entry point at the top of theatmosphere to their absorption point (when their energy has been ompletelydepleted). These optial paths in a sattering medium are represented by asuession of non-urved segments. However, propagation diretions an bemodi�ed at the interfae between two gas ells, when refration indexes inthese ells have di�erent values.1.5 Analysis formalismThis ode will ompute spetrally integrated radiative �uxes densities (up-ward/downward/net) in W/m2 at the bottom and top interfaes of eah gasell. This �ux density is de�ned as the �ux (in W) that rosses a given in-terfae, devided by the atual surfae (in m2) of this interfae. Surfaes atground level are really omputed (the surfae at ground level might not bea portion of a sphere).The ode will also ompute spetrally integrated radiative budgets inW/m3 within eah gas ell. The radiative budget (or soure term) for agiven ell is de�ned as the power (in W) absorbed within this ell, devidedby the volume (in m3) of this ell.Finally, Planet_EMC will ompute (if required, see the desription ofthe �options.in� �le in setion 2) the angular distribution of upward �uxes atthe top of the atmosphere (TOA), i.e. the energy that is baksattered by



7the atmosphere and the planet, i.e. the energy that an be observed with asatellite. The frequential signal is kept for these results, whih means thesedistributions an be latter used in order to retrieve the surfai density �uxsignal observed by a satellite.1.6 InformatisCompiling the program Planet_EMC does not require external librairies: allsoure �les are inluded in the pakage.Planet_EMC is a projet whose primary goal is not to produe fastresults. Instead, it is a researh tool, that is intended at learning and visitingall aspets of the oding a three-dimensional raytraing ode, within theframe of an appliation of solar radiative transfer. The ode spends mostof its time omputing intersetions of optial paths with ells boundaries.A great amount of development e�orts have been put into auto-debuggingproedures so that no optial paths gets �lost� into the geometry, resultingin an error-free algorithm that onsumes tremendous amounts of omputingpower.Planet_EMC is a fully parallel program. As ommuniation times be-tween proesses are negligible (ompared to omputation times), the to-tal omputation time will e�etively be divided by the number of proes-sors/ores Planet_EMC is running on (provided that all proessors / ma-hines in the luster run at the same speed and are free of other time-onsuming proesses.) Parallelization requires using MPICH2.



82 Input data �lesThis setion desribes input �les that are needed by the ode. Exampledata �les are provided, along with the program that generates them (whenneeded).2.1 data/planet.inThis �le ontains basi information about the planet and its star:
• The equatorial radius of the planet (in km)
• The surfae temperature of the star (in K)
• The star radius (in km)
• The mean distane from the star to the planet (in km)
• The latitude and the longitude of the point on the planet that is at thezenith (in degrees).2.2 data/grid.inThis is the most di�ult �le to reate. It must be generated by a pro-gram. An example program is provided into data/Example/make_grid.for;this program will generate a �grid.in� �le into its urrent folder. The �le mustontain:
• Nθ the number of intervals latitude is disretized into (π rad), Nφ thenumber of intervals longitude is disretized into (2π), Nb,gas the num-ber of narrowband spetral intervals for the gas, Nzones the number ofspeial zones.
• For eah olumn (whose number is de�ned by Nθ and Nφ), Nz thenumber of ells on this olumn has to be provided, followed by theNz+1 values of altitude (in meters) that de�ne these ells. The �rstvalue is the altitude at ground level at the enter of the olumn (anbe di�erent from the value of the planetary radius, but must be lowerthan the altitude at the top of the �rst layer for adjaent olumns),and the Nz following values are the altitudes at the top of the Nz ells



9of the olumn. The last value (altitude of spae) must be idential forall olumns.
• The Nθ+1 values of latitude (in rad) that de�ne the Nθ latitude inter-vals. Latitude is de�ned between −π/2 for the south pole and +π/2for the north pole.
• The Nφ+1 values of longitude (in rad) that de�ne the Nφ longitudeintervals. Longitude is de�ned between 0 and 2π.
• For eah olumn, the value of altitude at mass enter of eah ell mustbe provided (Nz values, in meters).
• For eah olumn, the temperature pro�le must be provided.2 Thereare Nz+4 values for eah olumn: the value of temperature for theground, the value of temperature in the gas at ground level, Nz valuesof temperature, at the mass enter of eah one of the Nz gas ells,the value of temperature in the gas at spae level, and the value oftemperature for spae. Values of temperature are onsidered at thelongitude and latitude of olumn's enter.
• The Nb,gas lower limits (in µm) of the Nb,gas gas narrowband spetralintervals.
• The Nb,gas higher limits (in µm) of the Nb,gas gas narrowband spetralintervals.
• The Nq quadrature weights.
• For eah olumn, the Nb,gas values of ground and spae emissivitiesmust be provided.
• For eah olumn and for eah gas ell in the olumn, the Nb,gas values ofgas absorption and sattering oe�ients (in m−1) must be provided.
• For eah one of the Nzones speial zones, two values of latitude (in rad)and of longitude (in rad) that de�ne the spatial extension of the zonemust be spei�ed.2In version 1.1.0, Planet_EMC does not use the temperature pro�le; any value antherefore be provided.
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• For eah one of the Nzones speial zones, the value of the zone's emissiv-ity must be provided for eah one of the Nb,gas gas narrowband spetralintervals.
• For eah olumn and for eah gas ell in the olumn, the value of theell's refration index must be provided.2.3 data/louds.inThis �le gathers information about the louds. It is produed by a program.An example program is provided for into data/Example/make_loud_data.for;this program will generate a �louds.in� �le into its urrent folder. The �lemust ontain:
• Nclouds the number of louds in the atmosphere, Nb,clouds the numberof narrowband spetral intervals louds optial parameters are de�nedover, Na the number of angles the loud phase funtion is de�ned for.
• The Nb,clouds lower limits (in µm) of the Nb,clouds louds narrowbandspetral intervals.
• The Nb,clouds higher limits (in µm) of the Nb,clouds louds narrowbandspetral intervals.
• For eah loud, two values of latitude (in rad), two values of longi-tude (in rad) and two values of altitude (in meters) that de�ne thegeometrial extension of the loud have to be provided.
• For eah loud, the value of the absorption oe�ient (in m−1) has tobe provided for eah one of the Nb,clouds louds narrowband spetralintervals.
• For eah loud, the value of the sattering oe�ient (in m−1) has tobe provided for eah one of the Nb,clouds louds narrowband spetralintervals.
• For eah loud, the value of the asymetry parameter has to be providedfor eah one of the Nb,clouds louds narrowband spetral intervals.
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• For eah loud, and for eah one of the Na angles, the value of the osineof the angle and of the loud real phase funtion has to be provided foreah one of the Nb,clouds louds narrowband spetral intervals.Note: It is possible to hoose between using the louds asymetry param-eter or phase funtion at run time (see the desription of �le �options.in�)but both have to be provided into the �data/louds.in� �le. Of ourse, ifasymetry parameter only has to be used, Na an be set to zero.2.4 data.inThis �le resides into the Planet_EMC main folder. It is used for input datathe algorithms may need during exeution. It must ontain:
• The perentage of energy that is negleted when the spetral range isomputed: during initialization, Planet_EMC omputes the spetralrange radiative transfer has to be simulated for. Only solar radiativetransfer is involved in version 1.1.0, so the total spetral range is basedon the Plank urve for Tstar, the star emission temperature (this datais found by the ode into �le �data/planet.in�). Theoretially, the wholespetrum should be onsidered (from λ = 0 to λ = +∞) but it is notpossible in pratie. The e�etive spetral range that will be onsideredis the spetral interval that ontains x ∗σ ∗T 4

star, with x the fration ofenergy taken into aount. The perentage of energy required in this�le is (1 − x), and its value should be between 0 and 1. Default valueis 2.10−3 (0.2%).
• Number of statistial events: inrease this value to get a better aurayover the results. Keep in mind that the unertainty over a result (itsstatistial standard deviation) will evolve as 1

√

N
with N the number ofstatistial events. If unertainty as to be devided by a fator 10, N hasto be inreased by a fator 100.

• Number of omputational hunks: the ode will be run over np ores.Eah ore will be sent a omputational hunk, until no hunk is left.A value of -1 indiates the number of omputational hunks has to beequal to the number of hild proesses (the number of ores).



122.5 options.inThis �le resides into the Planet_EMC main folder. It is used for inputoptions the algorithms may need during exeution. This �le must ontain:2.5.1 Physis
• Whether re�exion at ground level has to be speular of di�use.
• Whether Plank intensity has to be integrated for eah narrowbandspetral interval or not. If not, the value of the Plank intensity at theenter of eah narrowband interval is used.
• Whether the asymetry parameter or the user-de�ned phase funtionhas to be used for louds. In the ase asymetry parameters have to beused, the phase funtion is a Henyey-Greenstein funtion.
• Whether or not refration e�ets have to be taken into aount at gasells interfaes.2.5.2 Algorithms
• Whether TOA �uxes angular distribution have to be omputed or not.



133 Compiling and using the odeAs mentionned in setion 1, Planet_EMC requires MPICH version 2 to beinstalled, beause the ode has been parallelized.3.1 Installation of MPICHIf you do not already have MPICH installed on the mahine / group ofmahines you want to run Planet_EMC on, you will �rst have to downloadmpih2 from http://www.ms.anl.gov/researh/projets/mpih2 ; make sureyou download version 1.0.7. or newer. Next, untar the downloaded arhive,and install it on every system that will be part of your luster:First, you may have to set environment variables CFLAGS, FFLAGS,F90FLAGS, CXXFLAGS, F77 and F90 aording to your arhiteture andthe ompilers that are installed on your system.> export CFLAGS=�-m32� (use �-m64� on 64 bits systems)> export FFLAGS=�-m32� (idem)> export CXXFLAGS=�-m32� (idem)> export F77=�ifort� (use any other ompiler)> export F90=�ifort� (idem)> ./on�gure �pre�x=/path/to/installation/diretory> make> make installBefore running the MPD daemon, you must reate a �.mpd.onf� �le inyour home folder:> eho seretword=[seretword℄ � /.mpd.onf> hmod 600 .mpd.onfusing any �seretword�.Next, you will need to be able to onnet via ssh to every other mahineof your luster, with no password request. For this, you must �rst reate aDSA key on the mahine you will run the ode from :> ssh-keygen -t dsaleaving all �elds blank (use the �enter� key to answer eah question).Then you will have to add this DSA key to the list of authorized keys ofevery mahine that will need to be aessed for omputation :> d .ssh> at id_dsa.pub � authorized_keys



14Finally, reate the list of mahines that belong to your luster. This listmust reside within the �mpd.host� �le on your home folder. Eah line mustontain the name of the mahine, by order of availability:[host1℄.[domain℄[host2℄.[domain℄[host3℄.[domain℄etYou an then try to run the MPD daemon:> mpdboot -n [#℄with [#℄ the number of hosts you want to run MPD on (typially, thenumber of mahines in your luster). If you enounter no error, you anuse ommand �mpdtrae� to hek the number of hosts the MPD daemon isrunning on. This should give you the list of mahines in your luster.3.2 Tweaking the �Make�le�Before ompiling, you will have to �nd out what ompilation options areright for your ompiler, and your mahine. Open the �Make�le� �le, andlook at variables �FOR�, �ARCH� and �OPTI�. Variable �FOR� is used tospeify your fortran 77 ompiler. As Planet_EMC uses MPICH, you willmost likely use the �mpif77� ompilation ommand, that has been installedalong with MPICH.Variable �ARCH� is used to speify mahine arhiteture. �-m486� isprobably a good hoie for a PC running a 32bits linux. On reent Ma om-puters, �i686 -m64� works. Use the doumentation of your fortran ompilerto �nd out what arhiteture option you an use.Variable �OPTI� is used to speify ode optimization options. The defaultoptions should be enough. Please note that you de�nitely must use option�-Wno-globals� for ompiling parallel ode.You might also want to set variable �DEBUG� (look for its de�nition inthe �le). You an expet faster exeution times if you leave it empty.3.3 Setting up array sizesOne limitation of fortran 77 ode is that you must de�ne array sizes beforeompilation. Arrays sizes used by the present ode are de�ned within the�inludes/max.in� �le. You should at least look at it before ompiling, andmore preisely at the value of variables Ntheta_mx, Nphi_mx, Nz_mx,



15Nb_louds_mx, Nb_gas_mx, and Nq_mx. Please note you should nevermodify the value of variable Nmat_mx (3).When the angular distribution of TOA �uxes is omputed, rememberthat the ode will have to evaluate Nb,gas*(Nθ*Nφ)2 variables with Nθ*Nφ andNb,gas the atual number of olumns and spetral narrowbands that have beenspei�ed within the �data/grid.in� input data �le. This number an easilygrow to huge values. In this ase, Nθ, Nφ and Nb,gas should have small values.In theory, the orresponding de�nition variables Ntheta_mx, Nphi_mx andNb_gas_mx an be as large as required, with two small details to keep inmind:
• The exeutable will not be ompiled for large values (arrays de�nitionis possible only in the limit of the RAM amount the system manages).
• Communiation times between proesses will inrease with array sizes,whih results in slower omputations.As a onsequene, when angular distribution of TOA �uxes is omputed,de�nition variables Ntheta_mx, Nphi_mx and Nb_gas_mx should be setto their minimum values, i.e. the values of variables Nθ, Nφ and Nb,gas thatwill be used during the omputation.3.4 CompilationOne you heked ompilation options and array size de�nitions, you an usethe following ommand in order to ompile the exeutable �le:> make allIf ompilation fails, use the ompiler error message to determine whatwent wrong. The most probable error auses are: a bad de�nition of arhi-teture ompilation option, or an inappropriate value in ode optimizationoptions.If you ever need to modify the soure �les (in diretory �soure�), you anquikly reompile the ode using �make all� again. This will only reompilethe modi�ed soure �les, and link objets �les in order to produe the newexeutable �le.If you have to modify the value of any variable de�ned in inludes �les(diretory �inludes�), you will have to reompile the whole ode from srath.Use the following ommand to erase all objets �les:> make lean all



16and then reompile them properly with �make all�.Odd errors may happen if you modify an inlude �le and then reompileusing only the �make all� ommand (old value of the modi�ed variable willremain in the unhanged objet �les).3.5 Running the ode using MPICHOne everything is installed and the exeutable �le �planet.exe� �le has beenompiled, you an try to run a omputation. I would reommend that, forthe �rst time, you run Planet_EMC using the provided example data �les.Use the following ommand to run the ode:> mpirun -np [#℄ planet.exewith [#℄ the number of proesses that have to run.Beause ommuniation times are small ompared to omputation timesin Planet_EMC , it is a good idea to hose a number of proesses equal to thenumber of (physial) proessors of your luster, plus one. One proess, themaster proess, is dispathing omputational loads to every other proesses(slave proesses), and gathering results from them. It does not require anysigni�ant CPU time, therefore it is OK to have a number of slave proessesequal to the number of proessors, so that eah slave proess an use aproessor (or eah proessor will have only one slave proess running on it).In pratie, if your luster is omposed of n proessors, you an use:> mpirun -np n+1 planet.exe



174 Results4.1 radiative transfer simulation resultsResults from Planet_EMC for the urrent version are:
• Integrated solar upward �uxes (W/m2).
• Integrated solar downward �uxes (W/m2).
• Integrated solar net �uxes (W/m2).
• Integrated solar radiative budgets (W/m3).
• The angular distribution of solar upward �uxes at the top of the at-mosphere (W/m2), for eah spetral interval. For every olumn, theangular distribution of outgoing TOA �uxes is kept: a 3D angulardisretization is attahed to every olumn; during the raytraing algo-rithm, eah partile that reahes spae level ontributes to the TOA�ux of the olumn it is exiting, in the angular setor its exit diretionbelongs to, in the spetral narrowband its wavenumber belongs to. See�gure 4.1.The �le that ontains the angular distribution of upward TOA �uxes(�results/integrated_solar_TOA_�uxes.txt�) is by far the most heavy �le.Results that are reorded into this �le an be used in order to ompute thesolar �ux density reeived by a satellite detetor, in eah spetral interval(this is the purpose of the �satellite� ode, that uses this �le as an input).Results �les an be found in the �results� folder. You may want to lookat routine �solar_postal� into �le �soure/postal.for� to see exatly howresult �les are generated.4.2 log �lesIn addition to radiative transfer simulation results, Planet_EMC will keep areord of what happened during the exeution into log �les. These �les anbe found into the �logs� folder. Also, a diretory is reated for eah run intothe �logs/arhive� folder, using the name of the mahine, the number of oresthe ode ran on, the date of reord and the number of statistial realizationsthat where required. Into this diretory, you may �nd several �les named
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Figure 1: In this example, a partile exits the atmosphere (in a di�erentolumn than the entry olumn). The energy it arries is added to the TOA�ux distribution of the exit olumn, in the exit angular setor, in the spetralnarrowband frequeny ν belongs to.



19�error_proess***_event***.log�. These �les are generated when the odeould not �nd an intersetion for a given propagation diretion. You maywant to hek the automati debugging proedure solved the problem bylooking into these �les.3

3There may be a lot of information into these �les. However, self-explanatory messagesshould be found at the very end of eah �le, indiating whether or not the problem ouldbe solved.



20Referenes[1℄ J.M. Hammersley and D.C. Handsomb. Monte-Carlo methods. JohnWiley, New York, 1964.[2℄ V. Eymet, J.L. Dufresne, R. Fournier, and S. Blano. A boundary-basednet exhange Monte-Carlo Method for absorbing and sattering thikmedium. Journal of Quantitative Spetrosopy and Radiative Transfer,95:27�46, 2005.[3℄ A De Lataillade, J. L. Dufresne, M. El Ha�, V. Eymet, and R. Fournier.A net exhange Monte-Carlo approah to radiation in optially thiksystems. Journal of Quantitative Spetrosopy and Radiative Transfer,74:563�584, 2002.


